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ABSTRACT 

Machine Learning is becoming a prominent force in the medical field. We created Machine 

Intelligence for Brain Segmentation (MIBS), a tool that segments brain MRIs into different 

colors that signify enhancing tumors, non-enhancing tumors, and edema. The dataset used was of 

624 MRIs from the Medical Segmentation Decathlon. The model was trained with the U-Net 

algorithm, a Convolutional Neural Network made for Biomedical Image Segmentation, and 

resulted in an average accuracy of ~99% across the different classes and ~0.75 an average F1-

score across the different classes. 

Keywords: U-Net, Machine Learning, Segmentation, Brain MRIs, Convolutional Neural 

Network 

1. Introduction 

For a number of brain illnesses including brain cancer, Magnetic Resonance Imaging (MRI) 

scans are used as a method for doctors to visually identify anomalies. MRI’s are useful because 

they are painless for patients and allow doctors to effectively plan necessary treatments (such as 

surgeries) [1]. However, this method as of now is flawed. This is because different doctors can 

arrive at different conclusions from the same MRI scan, resulting in diagnostic variance. 

Additionally, the accuracy of a doctor’s diagnosis can be affected by their current mental state 

(such as them being tired). Research has shown that doctors make significantly more mistakes 

when tired [2]. Furthermore, it is time consuming for doctors to analyze MRI scans due to a large 

number of MRI scans taken per year (with 30 million being taken every year in the US alone [3]) 

and a limited supply of doctors. 

2. Machine Intelligence for Brain Segmentation 
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Even though a conclusion may review the main results or contributions of the paper, do not 

duplicate the abstract or the introduction. For a conclusion, you might elaborate on the 

importance of the work or suggest the potential applications and extensions. 

2.1 Backend(segmentation): 

2.1.1 Dataset and Model Architecture 

The segmentation of the MRI scan is done using machine learning, which is a subfield of AI 

(Artificial Intelligence). Artificial Intelligence revolves around creating machines capable of 

acting intelligently, and machine learning accomplishes this by having the machine learn on its 

own. In our project, the machine learning model learned to segment MRI scans by “practicing” 

segmenting many MRI scans from a dataset of MRI scans taken from the Medical Segmentation 

Decathlon [4]. The dataset includes images of MRI scans and the correct segmentation for that 

MRI scan. In the dataset, the MRI scans and segmentations are in the form of 3D images and are 

stored as .nii.gz files. They are extracted as numpy arrays. From those numpy arrays, every 2D 

“slice” from the 3D images that have a background to brain ratio (amount of the image that is 

just background) of less than or equal to 0.925 are selected and added to the dataset. Our dataset 

consists of 624 2D slices, of which 60% are used for the training set (which the models train on), 

20% are used for the cross validation set (which is used to compare different models), and 20% 

are used for the test set (which is used to evaluate the model that performs the best on the cross 

validation set). Once various different models were trained and a model was selected, it is then 

saved and used later on to segment an MRI scan chosen by the user. 

2.1.2 Data Processing 

The dataset used for this is from the Decathlon 10 Challenge. Each of the MRI scans from the 

dataset is of dimensions 244x244x155x4, and the segmentations are of dimensions 

244x244x155x1. 2D slices that don’t have more than 92.5% of the image as just background are 

then taken from the MRI scans and the segmentations, of which there are 624. These 2D slices 

are then used for the dataset. The values in the segmentations are either 0, 1, 2, or 3, with 0 

meaning background, 1 meaning edema, 2 meaning non-enhancing tumor, and 3 meaning 

enhancing tumor. During the extraction of the segmentations, they are one-hot-encoded into 

numpy arrays, which means that each individual value is converted to a vector that represents the 

value (for example, when 0 is one hot encoded it produces the vector [1, 0, 0, 0] and when 2 is 

one hot encoded it produces the vector [0, 0, 1, 0]). The reason that one-hot-encoding is used is 

that, since this is a classification problem, if the values remained as 0, 1, 2, 3, and 4, the machine 

would assume that there is a linear relationship between the values when in reality there isn’t 

one. The "background" class is then removed (it is redundant, as if every other class is 0 then we 
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know that it is background), which changes the number of classes from 4 to 3. The data is then 

split into a training set, a cross-validation set, and a test set. The training set will be used to train 

the models, the cross-validation set will be used to compare the models, and the test set will be 

used to evaluate the model that is determined to perform the best on the cross-validation set. 60% 

of the data goes into the training set, 20% into the cross-validation set, and 20% into the test set. 

The reason that separate datasets are needed to train and evaluate the model (rather than just one 

dataset that is both used to train and evaluate the model) is that doing so would make it hard for 

us to see whether or not the model is overfitting to the data. Overfitting means that the model, 

rather than understanding the trend in the data and making predictions based on that, the model 

fails to understand the general trend in the data. This results in the model doing well on the 

training set, but when encountered with new data from outside of the training set, it performs far 

worse.  

As an analogy, evaluating a model on its performance on the training set would be like 

evaluating a student’s understanding of a subject based on a test that consists of the same 

questions as are in the homework. The student could get a high score on the test without 

understanding the material by simply memorizing the answers from the homework. After the 

data is split, it is then standardized, which means that the data is subtracted by the mean and then 

divided by the standard deviation. This is done to make the data easier for the machine to 

evaluate while also not losing any relevant information. This is done for every channel in the 2D 

MRI scans (the 2D MRI scans have 4 channels), and the mean and standard deviation value used 

is from the training set rather than from the whole dataset. This is done to prevent data leakage, 

which is when some information from the validation and test sets “leaks” into the training set, 

which allows the machine to have some information about the validation and test sets 

beforehand. This is a problem because it can result in the machine learning model performing 

better on the validation and test sets than it would on outside pieces of data. 

3.1 Backend(segmentation): 

3.2 Model creation and training 

3.2.1 Convolutional Neural Networks 

Much of modern machine learning and deep learning uses neural networks, which is a computer 

system modeled on the nervous system of the human brain. It includes a series of connected 

neurons, which pass values along the network. Neural networks have an input layer, which takes 

in inputs, and an output layer, which outputs values. Some neural networks also have a series of 

hidden layers between the input and output layers, where each one takes in information from the 

previous layer and sends information to the next layer. The process by which neural networks 
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generate outputs from inputs is known as forward propagation. In a neural network, each layer 

does some mathematical operation on the values it receives. When training a neural network, the 

network performs forward propagation on some input and then compares its output to the correct 

output. Based on how incorrect the network was, it will then change some of the mathematical 

operations in the network in a process known as back propagation in order to output a value 

closer to the correct output. Convolutional neural networks are a type of neural network that are 

typically used for image classification. 

3.2.2 Technology used 

The main libraries used are Keras, Tensorflow, and Numpy. Keras and Tensorflow are used for 

creating and training machine learning models, and Numpy is used for linear algebra calculations 

and creating numpy arrays. Other libraries used include Pandas, Nibabel, Sklearn, and 

Matplotlib. The programming language used was Python and the machine learning model was 

designed and evaluated in Google Colab. 

The model architecture used is commonly referred to as the U-Net. The U-Net is a machine 

learning architecture for biomedical segmentation that includes a contracting path and an 

expanding path. The contracting path includes a series of convolutional layers, ReLu activation 

functions (the Relu activation function, for a given value x, returns x if x is greater than 0, and 0 

if x is less than or equal to 0), and max pooling layers. The expanding path includes a series of 

up samplings, up convolutions, and concatenations between the corresponding convolutional 

layers of the contracting and expanding paths. How one can think of the U-Net is that the U-Net 

first contracts the image and then expands it into a full segmentation [5]. 

As shown in Figure 1, the U-Net has a “depth”, which refers to the number of convolutional 

blocks used (each convolutional block has some number of layers). The U-Net in the above 

image has a depth of 5. To make creating U-Nets easier, we created a function unet() that takes 

in as input the depth of the U-Net and the number of labels (which in this case is 3). We created 

4 U-Net models with one having a depth of 2, another a depth of 3, another a depth of 4, and 

another a depth of 5. They are saved as model0, model1, model2, and model3 respectively. The 

models are kept in an array (as to make it easier to iterate through them when training). The 

models were then trained on the training data. 

3.3 Performance of Models 

The models were compared to each other on the validation set. Factors used to evaluate them 

include true positive (the number of positive instances that were correctly predicted), false 

positive (the number of positive instances that were incorrectly predicted), true negative (the 

number of negative instances that were correctly predicted), false negative (the number of 
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negative instances that were incorrectly predicted), accuracy, sensitivity (the proportion of 

positive instances that were predicted as being positive), specificity (the proportion of false 

instances that were predicated as being negative), positive predictive value (the probability that a 

value is `positive when the model predicts it to be positive), negative predictive value (the 

probability that a value is negative when the model predicts it to be negative), and more. These 

factors were evaluated for all of the three labels. 

In Table 2, Model0 had a low positive predictive value for all of the labels, so it was not picked 

as being the best model. model1 had a terrible accuracy, specificity, positive predictive value, 

negative predictive value, and AUC score for non-enhancing tumor, so it was not picked as being 

the best model. model3 had a terrible accuracy, specificity, positive predictive value, and AUC 

score for enhancing tumor, so it was not picked as being the best model. This left model2, which 

performed fairly well on all of the metrics, with its only negatives being a slightly slow 

sensitivity and F1 score for non-enhancing tumor, however, its sensitivity for non-enhancing 

tumor was still over 50%, so the model didn’t necessarily do terribly in that metric. As such, 

model2 was the model chosen as being the best model. 

In Table 1, Model2’s performance on the test set was similar to its performance on the cross 

validation set. Figures 2 and 3 show an example of model2 segmenting an MRI scan. 

3.4 Frontend (GUI) & Database 

3.4.1 Main Window 

For the Graphical User Interface (GUI), we utilized the library PySimpleGUI, which is a 

framework for the popular GUI library incorporated in Python: Tkinter.  

Our GUI Main Window consists of a button to select an MRI scan, a text box to put a file name, 

and a Segment button to segment the image. In addition, our program consists of a menu with the 

item: Account. In this menu item, three buttons appear that link to their respective windows: 

Signup, Login, and Recently Saved. 

 

To Segment a file, the user has to select the Browse button and search for an image already 

downloaded onto their computer. The textbox to the left of the Browse button will show the 

directory of the image chosen. The user can only select PNG Image types and Numpy arrays. 
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After the user has successfully chosen an MRI scan to segment, the respective image will display 

below the row of Text and the Browse button. Next the user must type in a filename to save the 

file and then hit Segment. If the user hits the Segment button before saving the file, a popup 

shows up, reminding the user to give the file a designated filename. This then runs through the 

Artificial Intelligence model and downloads the Segmented file onto the user's local hard disk. If 

the user has logged in prior to segmenting a file, the segmented MRI scan will automatically be 

uploaded onto the user’s designated storage in the Firebase cloud database. A key showing the 

different segmented parts of the MRI scan shows up as well to guide the user. 

 

3.4.2 Database Integration 

We used Firebase to create the log in system and access a database to store segmentations. 

Firebase allows us to create an encrypted log in system that allows users to create accounts and 

access databases which we can add segmentations to and retrieve segmentations from a user. 

Using Firebase, our application is able to record new users authenticated signup emails and 

passwords. The Signup window is as follows: 

 

The Signup window allows the user to type in an email and password, which gets starred out 

with asterisks for privacy. If the user has typed in an email that has already been used, then a 
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popup shows up displaying this text: “Account already exists”. These credentials then go to the 

Firebase to grant the user authentication and allow the user to access their segmented scans in the 

cloud.  

After the user has been authenticated successfully, the user must login to their account to begin 

using it. The Login window displays as shown below: 

 

The Login window allows the user to type their email and password, which they used previously 

to signup, to authenticate their login. If the user types in an invalid email or password, a popup 

displays the text: “Invalid Email or Password”. Once the user hits submit, the authentication will 

have been completed and the user can begin to save their files onto the cloud storage.   

3.4.3 Recently Saved Window 

The Recently Saved window can only be accessed if the user has been logged in. If the user has 

not logged in, a popup displaying this text will show up: “User must be logged in to access 

recently saved images!”. Assuming the user has logged in, this window will show up, prompting 

the user to select a folder for Segmentations. Essentially, this window is a simple folder viewer, 

however the Segmentations folder will automatically be created and/or be reset every time the 

user runs the application. This folder will browse all the segmentations that the user has saved 

onto the Firebase storage and will download all of them to be displayed here. In detail, every 

time the user runs a segmentation, the program will send a database storage request to store the 

name of the file that was sent into the database, so that our code can later access that database 

storage request and therefore be able to access all the stored file names. With the stored file 

names, our code will iterate over this list, and download all of the files from the database that the 

user has stored into this Segmentations folder. 

After the user selects the Segmentations folder that our program automatically creates, this 

window will be updated with the first image in that folder. The user can go back and forward 

through the folder using the “Prev” and “Next” buttons. This will change the current image that 

is displaying and the name of the image that the user is currently viewing also shows up. The 
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user can even select another folder in case the user has multiple folders with segmented files. 

The Recently Saved window after the user has selected a Segmentations folder is as follows: 

 

Throughout the M.I.B.S. GUI, we accounted for every use case by creating multiple windows for 

authentication and popup windows whenever any error occurs to guide the user through the 

application and to prevent our application from crashing or stopping. With this UI, our main 

priority was to create a simple environment for the user to segment their MRI scans. 

4.1 Figures 
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Fig. 1 U-Net Architecture 

 

Fig. 2 Predicted Segmentation 

 

Fig. 3 Actual Segmentation 



International Journal of Social Science and Economic Research 

ISSN: 2455-8834 

Volume:07, Issue:09 "September 2022" 

 

www.ijsser.org                              Copyright © IJSSER 2022, All rights reserved Page 3124 
 

4.2 Tables 

Table 1. Performance of the best model on the test set 

 

Table 2. Evaluations on 4 different U-Net models 

 

5. Conclusion 

MIBS could be used in hospitals around the world. Specifically, in developing countries, MIBS 

is a solution for those that cannot afford expensive medical equipment and time. These resources 

are extremely important for those in critical conditions regarding brain cancer and with 

improvements on the applicability of our data, MIBS can be the solution. In the future, we plan 

to access 3D MRIs as it will yield more accurate results, and, thus, treatment for the patient. 
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Since our data isn’t applicable to all hospitals, MIBS, at this point, cannot properly serve 

everyone, but, with steady improvements in our model and more representation and collection of 

the data it runs on, our software will definitely be able to one day provide quick diagnosis of 

cancer leading to faster treatment at early stages of cancer, possibly saving a life. 
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